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ABSTRACT

The widespread availability and accessibility of artificial intelligence (AI) tools have enabled experts to create content that fools many and needs deep scrutiny to be discernible from reality; nevertheless, it is unclear whether presented with the same tools amateurs can also create synthesized faces and voices with similar ease. The possibility of creating this kind of content can be life-changing for smaller movie makers. Thus, it is important to understand how, can amateurs be supported and guided into creating similar media and how believable are their results. This paper aims to propose a framework that can be used by amateurs to create completely artificial content and investigate the credibility of synthesized faces and voices created by amateurs using AI tools. Specifically, we explore whether an entirely AI-generated piece of media, encompassing both visual and audio components, can be convincingly created by non-experts. To achieve this, we conducted a series of experiments in which participants were asked to evaluate the credibility of synthesized media produced by amateurs. We analyzed the responses and evaluated the extent to which the synthesized media could pass as authentic to the participants. Our findings suggest that, while AI-generated media created by amateurs may appear visually convincing, the audio component is still lacking in terms of naturalness and authenticity. However, we also found that participants’ perceptions of credibility were influenced by their prior knowledge of AI-generated media and their familiarity with the source material. Our findings also suggest that while AI-generated media has the potential to be highly convincing, current AI tools and techniques are still far from achieving perfect emulation of human behavior and speech, when done by amateurs without artistic interference.
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1 INTRODUCTION

Artificial intelligence (AI) has made significant progress in recent years, enabling the creation of synthesized media like deepfake technologies that facilitate the manipulation of faces in videos. AI can generate footage of virtually anyone with an online presence, making them appear to say anything. This poses challenges for determining the credibility of media content.

AI technologies can not only replace faces in videos but also generate non-existent faces\(^1\), synthesize speech from text\(^2\), and even produce text based on prompts\(^3\). These capabilities render AI a valuable tool for video content creators, as it can expedite the process and reduce costs compared to traditional methods involving hiring actors, crew, and equipment. Theoretically, with these technologies, anyone should be able to create believable scenes. Nevertheless, malicious use of these technologies could lead to the spread of false information and ensuing chaos.

This paper delves into several themes that collectively explore the process of creating artificially generated media. One such theme is artificial face generation. To create a deepfake using solely artificial elements, an artificial face must first be generated. Keywords related to this theme include StyleGAN, a leading software for generating artificial faces, ALAE, an alternative approach, and other terms such as ‘generator’ and ‘artificial intelligence.’

We aim to elucidate factors influencing the credibility of AI-generated faces and voices and offer valuable information for individuals considering AI for similar projects or those seeking to understand its limitations. We will focus on the entirety of AI-generated video content and evaluate its persuasiveness for a general audience.

The primary objective of this project is to generate multiple deepfakes incorporating synthetic audio and verify how believable this content is. To achieve this, we employed various research methodologies based on their quality and ease of use. These selected methods were combined to create media samples, which were then incorporated into a survey administered to random, anonymous participants to ensure unbiased and impartial results.

---

1 thispersondoesnotexist.com/
2 descript.com/
3 sassbook.com/ai-writer
The study aimed to achieve the main objective of investigating the development of artificially created media. Three parts of the development were studied, including audio synthesis, deepfake creation, and video generation. Audio synthesis involves synthetic voices, deepfake creation uses deepfake technology to create an artificial face, and video generation creates various elements that do not require a person in the frame. Relevant keywords for these themes include voice cloning, artificial intelligence, DeepFaceLab for deepfake creation, and generative adversarial networks for video generation.

2 LITERATURE REVIEW

AI’s prowess is not confined to manipulating existing faces. It can conjure up faces that do not exist, making it an invaluable asset for content creators. This study delves into the realm of AI-generated faces and voices. Our investigation focuses on whether human observers can discern this synthesized content from real footage, when produced by amateurs using readily available AI tools.

In this literature review section, we will lay down a comprehensive framework for creating entirely artificial content by amateurs. Additionally, we will delve into an in-depth analysis of the tools currently available in this rapidly evolving field.

2.1 Artificial Face Generation

The literature on artificial face generation has grown rapidly, with StyleGAN emerging as the frontrunner in the field. (Jia et al., 2018; Karras et al., 2020) from NVIDIA first proposed a style-based generative adversarial network that improved traditional distribution quality metrics and disentangled latent factors of variation.

Subsequent improvements to StyleGAN include generator normalization, progressive growing, and generator regularization for better latent code-to-image mapping (Karras, Laine and Aila, 2019). These enhancements enabled the generation of not only more realistic human faces but also stylistically diverse faces, such as anime characters (Branwen, 2019).

However, variations of StyleGAN have been developed, such as TediGAN, which enables text-based editing of facial attributes. Different art styles, such as cartoonish or hyper-realistic, can also be chosen depending on the desired outcome.
Other options include LiftedGAN and StyleRig, which transform two-dimensional faces into three-dimensional ones. For our project, we opted for the basic StyleGAN, as it met our goal of generating a convincing synthetic face without specifying particular attributes.

Although generative adversarial networks (GANs) dominate the field, alternative methods exist. Autoencoders, for instance, have recently been upgraded with the development of the Adversarial Latent Autoencoder (ALAE) and StyleALAE. These autoencoders generate high-quality face images and enable face reconstructions and manipulations based on real images (Pidhorskyi, Adjeroh and Doretto, 2020).

Advancements in StyleGAN have led to auxiliary applications, such as StyleRig, which enables face rig-like control over generated portraits (Tewari et al., 2020), and TediGAN, which uses text to manipulate generated images (Xia et al., 2021). LiftedGAN, another extension of StyleGAN, generates images and their 3D components by distilling prior knowledge from StyleGAN2 (Shi, Aggarwal and Jain, 2019). Despite recent improvements, challenges remain. For example, editing specific attributes of generated faces sometimes inadvertently alters other features (Khodadadeh et al., 2022).

2.2 Audio Synthesis

Audio synthesis has been an area of interest for researchers, as voices provide crucial information about a speaker’s identity and characteristics (Mullennix and Johnson, 1995). Early synthetic voices were used in Augmentative and Alternative Communication (AAC) devices to help those who could not speak (Bunnell et al., 2005). However, initial synthetic voices were less credible compared to real ones (Cabral et al., 2006), and the uncanny valley effect emerged when the realism of a character’s face and voice did not match (Mitchell, 2011).

Advancements in synthetic voices have made them more viable when matched correctly with visuals (Cabral et al., 2017). Voice cloning, which uses reference audio to synthesize speech, has also progressed (Jia et al., 2018). Expressing emotions in synthetic voices remains a challenge, as it is vital for the voice to match the generated visuals (Zhu and Xue, 2020).

Voice synthesis is commonly achieved through voice cloning. Software like Descript streamlines this process by requiring users to record provided lines, after which the software generates the desired voice. However, this approach still necessitates the involvement of a voice actor. Alternatively, descript offers a library of pre-generated voices that can be used for various projects.
2.3 Deepfake Creation and Detection

Deepfake technology creates realistic manipulations of videos, posing challenges for detection. Early detection methods relied on artifacts left by the synthesis process (Li and Lyu., 2018), but as new manipulation methods emerge, detection techniques that require minimal training data are needed (Rossler, 2019). Integrating detection methods into distribution platforms can increase their effectiveness (Nguyen, 2019).

The First Order Motion Model enables animation of 2D images based on key points and local affine transformations (Siarohin et al., 2019), while DeepFaceLab provides an accessible and adaptable face-swapping platform (Perov et al., 2020).

To create a cohesive deepfake, we evaluated different tools, including DeepFaceLab and the First Order Motion Model. The latter was chosen due to its simplicity and accessibility to those without prior knowledge in the field.

2.4 Video Generation

The domain of video generation, which inherently includes the generation of images, has emerged as a significant research focus. Investigations have delved into the production of images and videos through textual prompts. Techniques such as the Zero-Shot Text-to-Image Generation (Ramesh et al., 2021) manifest images from textual descriptions. Conversely, the TiVGAN approach (Kim, Joo and Kim, 2020) facilitates the generation of comprehensive videos from text, constructing each frame as individual images. These methods provide the capability to fabricate entirely synthetic establishing scenes or backgrounds for media content.

Despite these advancements in video generation, there remain limitations that hinder greater control and manipulation in creating synthetic media. Although the current techniques excel at producing visually engaging content, they still lack the finesse to integrate more intricate elements, particularly in the realms of audio and script generation. Combining the individual functionalities of various tools presents an intriguing avenue for exploration and thus was what we decided to investigate in our framework.
3 RESEARCH QUESTIONS AND HYPOTHESES

Our study aims to investigate the credibility of synthesized faces and voices created by amateurs using artificial intelligence tools. Based on the literature review, we propose the following research questions:

(1) Can amateurs (just introduced to the tools) generate convincing synthesized faces and voices using available AI tools?

(2) How do humans perceive the realism of these synthesized faces and voices when combined in video content?

(3) What factors influence the credibility of the synthesized faces and voices?

Based on the advancements in AI-generated faces and voices, we hypothesize that:

(1) Amateurs will be able to generate realistic synthesized faces and voices using AI tools.

(2) Humans will struggle to differentiate between real and synthesized faces and voices when combined in video content.

(3) The credibility of the synthesized faces and voices will be influenced by the quality of the generated visuals, the emotional expressiveness of the synthetic voices, and the alignment between the visuals and the audio.

In this paper, we will present research conducted to test these hypotheses and answer the research questions. The results will contribute to our understanding of the implications and potential applications of AI-generated media.

4 METHOD AND IMPLEMENTATION

We tested the viability and ease of creating artificially generated media by having 2 amateurs (people who had 0 hours with any of the software and were unfamiliar with the process) produce the artifacts and evaluating their quality.

Our project required the generation of both visuals and audio by amateurs. We used StyleGAN for face generation, either by running the publicly available code or by accessing websites like “thispersondoesnotexist.com”. This approach makes face generation accessible to individuals without coding experience. In our project, multiple faces were generated using StyleGAN. Finally, we used Descript for voice synthesis.
After generating faces with StyleGAN and voices with Descript, we produced a script for the artifacts. Videos of people reciting the script were recorded, and the First Order Motion Model was used to replace the real faces with the synthesized ones. The generated voices were then synchronized with the new visuals.

**Fig. 1** | Proposed pipeline followed by the amateurs to generate the videos.

We conducted a survey to evaluate participants’ ability to differentiate between the realism of videos created by amateurs, specifically focusing on their capability to recognize the artificial nature of the media and pinpoint aspects that appeared to be synthesized.

### 4.1 Design and Development

To create the synthesized face, we utilized StyleGAN, either by running the publicly available code or by accessing websites like thispersondoesnotexist.com. This approach makes face generation accessible to individuals without coding experience. In our project, multiple faces were generated using StyleGAN, as shown below.

Upon obtaining the desired faces generated by StyleGAN, we proceeded to create artificial voices to accompany them. We employed Descript, a widely accessible and free-to-use software, offering higher-tier paid options with an expanded library of artificially generated voices and enhanced support. Descript allows users to record a person’s voice and create an artificial voice for text-to-speech applications. The primary challenge lay in identifying voices that complemented the generated faces, either by enlisting multiple individuals with suitable voices or utilizing the pre-existing artificial voices in Descript’s library.
For the project’s purposes, the basic free version of Descript sufficed, and its library of available artificial voices provided ample options to match the generated faces. We created a pipeline (Fig 1) for generating artificial content. First, we selected artificial voices and used AI to generate sentences for both real and fake media, ensuring equal spoken content. Finally, we used the First Order Motion Model and Google Colab to create deepfakes by combining real footage with artificially generated faces. This approach provided accessible and user-friendly deepfake creation, even for those without high-end hardware.

After creating the deepfakes, the next step was to merge audio and visual components using video editing software, such as Premiere Pro. This process involved meticulous synchronization of audio and visual elements, which may require adjustments to either component. Although other video editing software could have been used, the choice of Premiere Pro was based on the authors’ familiarity and prior experience.

5 EVALUATION

To evaluate the realism of the fully artificial artifacts, we designed a survey incorporating both genuine and deepfake videos. We recorded videos of individuals reciting the AI-generated sentences to serve as facial data for deepfake creation and genuine artifacts for comparison.

We collected data using Amazon Mechanical Turk, a crowdsourcing platform. Participants were recruited from a diverse range of ages (18-56 $\mu = 32$ $\sigma = 2$) and backgrounds. Prior to completing the survey, participants were asked to report any mental or visual issues that might affect their perception of stimuli.

In total, 60 participants (32 Female) completed the survey. We excluded 8 participants due to unreliability in their responses. The final dataset consisted of 52 participants.

The survey included stimuli of both faces and voices, which were rated on a 5-point scale ranging from “For Sure Artificial” to “For Sure Real”. The rating scale was used for both the face and voice stimuli separately to maintain consistency across the survey.

Additionally, participants could provide feedback on specific aspects they believed were genuine or fake within each video.
5.1 Presented Content

To assess the perceived authenticity of the generated deepfake media, eight different deepfakes were created using the methodology outlined in previous sections. These deepfakes were randomly presented alongside eight genuine videos featuring individuals uttering artificially generated sentences (to maintain fairness in terms of the spoken content’s context).

6 RESULTS AND DISCUSSION

The anonymous online survey collected responses from fifty-two participants who evaluated the authenticity of the visuals and audio for each of the artificial and genuine media artifacts. The results are presented in fig 2 with a rating of one indicating the media is perceived as fake and five indicating it is perceived as real.

Participants had varying perceptions of the authenticity of the visuals and audio in each artificial video. In the first video, the majority perceived the visuals to be fake, while the audio was perceived as more authentic. In the second video, opinions on the visuals were divided, but the audio was generally perceived as fake. The third video received mixed ratings, with insufficient mouth movement cited as an issue. The fourth video had mixed ratings for both visuals and audio, with more participants believing the visuals were real. In the fifth video, most participants believed the visuals were real, while opinions on the audio were divided. Most participants in the sixth video believed the visuals were real, but the audio was perceived as fake. The seventh video received lower authenticity ratings for both the audio and visuals. The eighth video was generally rated as low quality, with low authenticity ratings for both audio and visuals.

There was a strong, positive correlation between the evaluators believing the footage and the audio were artificial (the average of their scores), which was statistically significant ($\tau_b = .618$, $p < .034$) when considering only the artificial video and ($\tau_b = .590$, $p < .003$) when considering the two sets.

Fig. 2. Summation of the results, presented of the 16 total videos, divided by Footage and Audio, and Artificial and Real, bars represent the number of people who answered, how believable each of the components were.
Overall, participants consistently perceived the real videos and audios as authentic. However, for the fake videos, ratings were more variable. In particular, the audio was more often perceived as fake than the visuals. In the qualitative responses, the most common comment was that the audio did not match the appearance of the face, and they further commented that one way they used to differentiate was the “attractiveness” of the person in the video, meaning the real one had less attractive people than the artificially generated one.

This suggests that participants may have relied heavily on visual cues when assessing the authenticity of the stimuli. Overall, these findings highlight the importance of ensuring that audio and visual components are properly synchronized and matched when creating artificial stimuli, to enhance their perceived authenticity.

The successful creation of multiple artificial media artifacts demonstrates the plausibility of generating entirely artificial content. However, the quality of these artifacts plays a crucial role in their perceived authenticity. Creating low-quality, obviously, artificial media is relatively easy, whereas generating convincing content that could deceive viewers requires greater effort.

Our results suggest that given a face distinguishing artificial audio from real audio is relatively easier. Artificial visuals, on the other hand, seem to generate more ambiguous perceptions. Numerous factors could contribute to participants recognizing fake audio, such as poor synchronization between visuals and audio, or mismatched voice characteristics and facial appearances.
Other considerations include pronunciation, tone, and accent in relation to the speaker’s appearance and mouth movements. Inconsistencies in audio and visual quality may also influence perceptions of authenticity. Furthermore, since the survey explicitly asks about fakeness, participants might scrutinize content more closely than if they were unaware of potential artificial elements.

7 CONCLUSIONS AND FUTURE WORK

In this work, we investigated the credibility of a series of deepfake videos created by amateurs from our school. We presented these artificial videos, along with baseline real videos, to participants on Amazon MTurk and asked them to rate their authenticity. It is important to note that in this context, the artificial videos were completely computer-generated, including the audio.

Our results show that there was a general trend toward perceiving the videos as fake, with most participants rating them as less authentic than the real videos. However, we did observe variations in authenticity ratings across the different videos. We found that participants were more likely to perceive the visuals as fake when there was a mismatch between voice and face or when there was insufficient mouth movement for pronouncing words. Meanwhile, participants were more likely to perceive the audio as fake when there was a mismatch between the voice and the person in the video.

It is important to note that this study was performed in 2021. The year in which the study is conducted can have implications for the generalizability and relevance of the findings, particularly in fast-moving fields such as deepfake technology. In the case of our study, the findings should be interpreted in the context of the state of the technology in 2021. As deepfake technology continues to evolve rapidly, future research will need to replicate and extend our findings to keep pace with these developments. Additionally, our study was conducted during a time of heightened public awareness and concern about the potential harms of deepfakes, which may have influenced our participants’ perceptions of the videos.

Even though the respondents were unaware that the audio and video were always matching whether artificial or not, it is still an interesting and valid research question to examine if the combination of one artificial component with one real component changes the results or level of confusion.

Nevertheless, based on our findings, we recommend that future investigations should focus on generating audio that matches one’s appearance more accurately.
Additionally, we suggest that more attention be paid to the creation of “average” looking artificial people, as this may increase the credibility of the videos.

Overall, our study contributes to the understanding of how the credibility of deepfake videos is perceived by viewers. It highlights the importance of considering both the visual and audio components of these videos and provides insights that can inform the development of more realistic deepfakes in the future.
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